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Abstract: Despite extensive research on Facial Expression 

Recognition (FER) in humans using deep learning technology, 

significantly less focus has been placed on applying these 

advancements to recognize facial expressions in domestic 

animals. Recognizing this gap, our research aims to extend FER 

techniques specifically to domestic cats, one of the most popular 

domestic pets. In this paper, we present a real-time system model 

that employs deep learning to identify and classify cat facial 

expressions into four categories: Pleased, Angry, Alarmed, and 

Calm. This innovative model not only helps cat owners understand 

their pets' behavior more accurately but also holds substantial 

potential for applications in domestic animal health services. By 

identifying and interpreting the emotional states of cats, we can 

address a critical need for improved communication between 

humans and their pets, fostering better care and well-being for 

these animals. To develop this system, we conducted extensive 

experiments and training using a diverse dataset of cat images 

annotated with corresponding facial expressions. Our approach 

involved using convolutional neural networks (CNNs) to analyze 

and learn from the subtleties in feline facial features by 

investigating the models' robustness considering metrics such as 

accuracy, precision, recall, confusion matrix, and f1-score. The 

experimental results demonstrate the high recognition accuracy 

and practicality of our model, underscoring its effectiveness. This 

research aims to empower pet owners, veterinarians, and 

researchers with advanced tools and insights, ensuring the 

well-being and happiness of domestic cats. Ultimately, our work 

highlights the potential of FER technology to significantly 

enhance the quality of life for cats by enabling better 

understanding and more responsive care from their human 

companions. 

Keywords: Facial Expression Recognition, Domestic Cats, 

CNN, Haar Cascade Classifier, Deep learning.  

I. INTRODUCTION

In recent years, interest has surged in using machine

learning techniques, especially Convolutional Neural 

Networks (CNNs), for human facial expression recognition

[1][33][34]35]. The findings from these studies show great 

promise in accurately identifying and categorizing facial 

expressions, opening up new possibilities for applications in 
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veterinary science and animal behavior research. However, 

the majority of these studies have focused on species other 

than domestic cats, leaving a notable gap in the literature 

regarding automated facial expression recognition 

specifically tailored to felines [2]. Domestic cats, beloved 

companions to millions of people worldwide, possess a rich 

array of facial expressions that communicate various 

emotions and states of being (L. Dawson et al.) [3]. 

Understanding these expressions is not only fascinating from 

a behavioral standpoint but also crucial for enhancing the 

human-feline bond and potentially improving veterinary 

care. However, accurately interpreting feline facial 

expressions poses a significant challenge due to the subtle 

nuances and complexities involved [4].  

Moreover, Despite the acknowledged importance of 

understanding feline facial expressions, the area of 

automated recognition and interpretation of these expressions 

is still largely uncharted [5]. Traditional methods for studying 

facial expressions in cats rely heavily on subjective human 

interpretation, which can be inconsistent and prone to biases. 

Additionally, the lack of standardized facial expression 

databases for cats further complicates the development of 

accurate recognition systems. One significant area requiring 

improvement in the field of domestic cat facial expression 

recognition is the development of robust CNN models trained 

on annotated datasets of feline facial expressions. Existing 

datasets for other species, such as humans and dogs, may not 

adequately capture the diverse range of facial expressions 

exhibited by cats [6]. Furthermore, Standardized protocols 

for capturing and annotating facial expressions are necessary 

to ensure consistency and reliability in training and 

evaluating CNN models. Overcoming these challenges is 

crucial for advancing the automated recognition of domestic 

cat facial expressions and realizing its full potential in various 

practical applications. This paper seeks to advance the 

growing body of research in this area by presenting a method 

for recognizing domestic cat facial expressions using 

Convolutional Neural Networks. We will detail the 

methodology for collecting and annotating a dataset of feline 

facial expressions, along with the implementation of the 

CNN model on our customized domestic cat dataset. 

Additionally, we will present experimental results 

demonstrating the effectiveness of our approach and discuss 

potential applications and future directions for research in 

this exciting area. So, our contributions to this paper are as 

follows: 

▪ This study intends to contribute insights into the

effectiveness of Recognizing Facial Expressions of Domestic

Cats.
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▪ Develop a Customized dataset of domestic Cats' facial 

expressions representing four emotional states which are 

angry, calm, pleased, and alarmed. 

▪ Evaluate the performance of the proposed model and 

assess its potential applications in the facial expression 

recognition of domestic cats considering metrics such as 

accuracy, recall, precision,  f1-score, Bar chart, and confusion 

matrices. 

▪ Additionally, this research aims to highlight potential areas 

for improvement and future directions in the development of 

emotion detection in domestic animals and potential 

applications in animal welfare, behavior analysis, and 

human-animal interaction. 

II.  RELATED WORK 

Lin and Kuo et al. [7] focus on individual cat identification. 

They train a CNN to detect the facial features of cats but for 

identification, they use conventional machine learning 

methods (SVMs and PCA). A tiny data set of 150 cats' 1,500 

images is also used by them. From the publication, it is 

unclear whether the 94.1% claimed identification accuracy 

includes or excludes people or training images. 

L. Xingxing et al. [8] offered an experimental evaluation of 

the system model’s only on Cat face detection. They applied 

a Haar rectangular eigenvalue-integral graph and extracted 

features of a cat face. Then screened features for 

classification and recognition. Nevertheless, they applied the 

AdaBoost to alter a feeble classifier into a robust classifier 

that can effectually recognize cat faces. The use of the 

Gaussian Mixture Model with Mel-Frequency Cepstrum 

Coefficients for cat face recognition is highlighted by (Yu 

Fan and Chen et al., 2021) [9].  

They used these approaches to identify the distinctive 

characteristics of cats and were utilized as an innovation to 

extract cat facial features after the Gaussian Mixture Model 

was created for each cat. For assessing the model's 

parameters, the maximum likelihood estimate is utilized. 

Although there are just 30 Cat faces in the dataset used for 

their study. An approach for cat recognition and 

identification that uses autoencoders combined with 

convolutional neural networks (CNN) was proposed by  

(P.Chen et al.,2021) [10]. 

 They also produced a brand-new dataset with 1,994 images 

of 17 cats. Additionally, they provided a thorough 

explanation of how to use Autoencoder to denoise cat image 

data and combine it with CNN to produce a powerful model 

for the same cat recognition for future study. 

III. METHODS 

The proposed system models consist of a Convolutional 

Neural Network (CNN) by classifying domestic cat facial 

expression recognition. Figure 1 below, summarize the 

process of classifying the cat's emotions from the input 

image. It comprises the following steps, image processing, 

feature extraction, and classification. all of the steps are very 

significant for analyzing models for Cat facial expression 

recognition.  

 

Figure 1. The Process Diagram Representation of 

Classifying Domestic Cats' Facial Expression 

Recognition 

A. Dataset Preparation 

In this study, we collected the domestic cats faces images 

with an input of a resolution of 64x64. The Dataset is a 

meticulously organized  collection of cat facial expressions, 

categorized into four distinct emotional states: 'calm', 

'alarmed', 'angry', and 'pleased' as illustrated by Figure 2 

below. This dataset serves as a valuable resource for 

researchers and developers interested in exploring the 

nuances of feline emotional expression and behavior. Each 

image in the dataset captures the unique facial features and 

expressions exhibited by domestic cats in various contexts. 

In addition, before training the deep learning model, the 

dataset undergoes several pre-processing steps to enhance 

model performance and facilitate efficient training [11]. 

These pre-processing steps ensure robust model training the 

steps are as follow. Image resizing: Resizing images to a 

uniform resolution to ensure consistency and reduce 

computational complexity during training, in this study, we 

resize the images to 64 x 64. Data augmentation: we applied 

various augmentation techniques such as rotation, flipping, 

cropping, and brightness adjustment to increase the diversity 

and size of the dataset, thereby improving model 

generalization. Flip: Horizontal, Vertical, Crop: 0% 

Minimum Zoom, 20% Maximum Zoom, Rotation: Between 

-15° and +15°, Grayscale: Apply to 15% of images, 

Brightness: Between -15% and +15%, and Noise: Up to 0.1% 

of pixels . Furthermore, as part of the preprocessing pipeline, 

all images in the dataset have undergone normalization to 

enhance model convergence and performance. Normalization 

ensures that the input data is standardized, reducing the 

impact of variations in pixel intensity and improving the 

overall stability of the training process [12]. Moreover, a 

Domestic cats customized dataset of a total of experimental 

numbers for each expression is shown in Table 1 below.  

 

Figure 2. Illustration of the Proposed Facial 

Expression Distribution, the Pictures Convey A Variety 

of Feelings 
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Table 1. The Experimental Number of Customized cat 

Dataset 

Expression Label Cat dataset 

Alarmed 199 

Angry 200 

Calm 200 

Pleased 200 

B. Proposed Model Architecture  

Our proposed model's structure is a pure convolutional 

network. The architecture of the model employed in our 

project is shown in Figure 3 below. 

 
Figure 3. The Proposed Model Architecture is a Series 

of Convolutional Layers Connected with the 

Squeeze-and-Excitation Block, Leading to a SoftMax 

Classifier that Outputs the Probability Value 

The first layer of the Proposed model architecture is the 

Convolution Layer [13], it extracts the significant features 

from the input image which is denoted as pixel values in the 

form of a matrix. In the convolution operation, the filter is the 

first part involved and the stride parameter controls how the 

filter moves across the image. In addition, the filter goes over 

the image one pixel at a time when the step is 1, and two 

pixels at a time when the step is 2 [14].  Additionally, the 

convolution process is calculated by multiplying the two 

matrices, where the first matrix is the input image and the 

second matrix is the filter or kernel (Zeiler & Fergus, 2014) 

[15]. The input image is the result of adding each element of 

the input image to its neighbor's weights. Moreover, the 

activation/feature map is the name of the convolution 

operation's output. Mathematically, the convolution 

operation for a 2D input can be expressed as: 
 

        (1)  

 

Here, I is the input data. K is the convolutional filter 

(kernel). (i, j) represents the position in the output feature 

map.(m, n) iterates over the filter dimensions. 

Furthermore, the output of the convolution process is 

known as the activation or feature map and the most 

frequently practical activation function is the ReLU layer 

(Rectified Linear Unit) which is applied to nonlinearity into 

the output(Krizhevsky et al., 2017) [16]. The ReLU function 

returns to 0 if all of the input values are negative, and to (x) if 

all of the input values are positive. The result is a rectified 

feature map. The ReLU activation function is provided by 

equation (2). 

f(x) = max (0, x)                                     (2) 

Moreover, the Spatial pooling layer is applied to diminish 

the number of parameters in a big image and it is also known 

as up-sampling and down-sampling. Nevertheless, the 

purpose of this layer is to reduce the size of the feature map 

while maintaining the important portions of the image (S. 

Lawrence et al., 1997) [17]. There are three (3) main types of 

spatial pooling, the first type is max pooling which is used to 

take the biggest component of the corrected activation map. 

The mathematical formula for Max Pooling can be defined as 

follows: 

  (3)                                      

Here: x is the input volume. s is the stride of the pooling 

operation, representing the step size with which the pooling 

window moves. i and j are the indices of the output feature 

map.m and n iterate over the spatial dimensions of the 

pooling window. In simpler terms, for each position (i, j) in 

the output feature map, the Max Pooling operation looks at 

the region in the input volume defined by the size of the 

pooling window and the stride. It then selects the maximum 

value from that region 

The second type is average pooling (Szegedy et al., 2015) 

[18], which is practical for selecting the average values of the 

element in the rectified feature map. The third type is Sum 

pooling which is used to sum all available elements in the 

rectified feature map. Additionally, a crucial technique for 

lowering the measurement after the convolution layer is this 

layer. Average Pooling is another commonly used pooling 

operation, and it calculates the average value of the elements 

in the pooling window. The formula for Average Pooling is: 

    (4) 

Here, the average is taken over all the elements in the 

pooling window. In both cases, the pooling operation helps 

reduce the spatial dimensions of the input volume, making it 

computationally more efficient while retaining important 

features. The choice between Max Pooling and Average 

Pooling often depends on the specific requirements of the 

task and the characteristics of the data. 

Also, Convolution layer expansion can exacerbate the issue 

of a generic pooling technique that explores feature maps (M. 

Jogin et al.,2018) [19]. In addition to the above, after 

completing the technique of spatial pooling. After the 

2-dimensional matrix is flattened into a linear-continuous 

long vector in the following layer, it is passed to a fully 

connected layer for classification. 

Finally, fully connected layer denotes every neuron being 

linked to every other neuron. This completely linked layer 

receives the output from the flattened layer, which transforms 

the two-dimensional matrix into a long vector (S. Lawrence 

et al., 1997) [20]. After training, the feature vector from this 

layer is subsequently used to divide images into distinct 

classes. Moreover, in this layer, all the inputs are linked to 

every activation part of the next layer. Since all the 

parameters are occupied in the fully connected layer, it 

causes overfitting. So, dropout is one of the methods that 

diminishes overfitting.  
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After passing through the stage of this layer, the SoftMax 

activation function is the final layer which is applied to obtain 

the object's probability based on input that falls into 

particular classes (S. Shalev-Shwartz et al.) [21]. 

C. Implementation and Training Model Parameters 

a. Implementation 

We innovated our model by adding The 

Squeeze-and-Excitation (SE) block. it is a novel architectural 

unit designed to improve the representational power of 

convolutional neural networks by enabling them to perform 

dynamic channel-wise feature recalibration. Introduced by 

(Jie Hu, and Gang Sun, 2018) [22], in their paper 

"Squeeze-and-Excitation Networks," the SE block aims to 

enhance the quality of the feature maps generated by a CNN. 

Figure 4 provides an illustration of the fundamental structure 

of the SE block. 

 

Figure 4. Squeeze-and-Excitation (SE) Block [22] 

The core idea is to explicitly model the interdependencies 

between the channels of the convolutional features. This 

process involves two main operations: squeeze and 

excitation. In the "squeeze" step, global average pooling is 

applied to each feature map independently, producing a 

channel descriptor that captures global spatial information. 

This step reduces each 2D feature map into a single 

numerical value, summarizing the entire spatial extent. 

Following this, the "excitation" step consists of two fully 

connected (dense) layers that form a self-gating mechanism. 

The first dense layer reduces the number of channels by a 

reduction ratio (typically set to 16), capturing the channel 

interdependencies with a non-linear transformation. The 

second dense layer restores the original number of channels. 

The output of this second layer is passed through a sigmoid 

activation function to generate a set of weights between 0 and 

1. These weights act as adaptive recalibration parameters that 

scale the original feature maps channel-wise [22]. By 

emphasizing important features and diminishing less useful 

ones, the SE block allows the network to focus more on 

informative features, thereby improving the overall 

performance. The entire SE block operation can be 

summarized as: 
X’i,j,c=Xi,j,c⋅σ2(W2σ1(W1z))c            (5) 

where z is the squeezed vector obtained from global 

average pooling, W1 and W2 are the weight matrices of the 

two fully connected layers, and σ1 and σ2 are the ReLU and 

sigmoid activation functions, respectively. The equation 5 

describes how the SE block adaptively recalibrates the 

channel-wise feature responses by leveraging global 

information, thus enhancing the representational capacity of 

the network. 

b. Training Model Parameters 

The model parameters in the context of neural networks 

refer to the settings that define the architecture and behavior 

of the network, such as learning rate, batch size, optimizer, 

etc. [23]. The following hyperparameters were applied. a 

learning rate of 0.001 was used during training. 

Correspondingly, the batch size of 64 was applied, Batch size 

refers to the number of samples processed in one forward and 

backward pass during training. Also, the Categorical 

Cross-Entropy Loss Function was applied during training. It 
measures the dissimilarity between the predicted probability 

distribution and the true distribution of class labels [24]. In 

addition, for the model optimization, The Adam optimizer 

was applied in this study, it combines the benefits of both 

momentum and RMSprop optimization techniques. The 

algorithm is known for its efficiency, fast convergence, and 

robustness to different types of data [25]. Table 2. Display 

the experimental parameters applied in this study on 

Customized Cats datasets. 

Table 2. Experimental Model Parameters on Cats 

Dataset 

Learning Rate Batch Size Optimizer Image Size 

0.001 64 Adam 64x64 

IV. RESULT AND DISCUSSION 

A. Result 

The Experimental Result of the proposed model for 

domestic cats’ facial expression recognition was evaluated 

using a set of evaluation metrics, including precision, recall, 

F1 score, training accuracy, training loss, and a confusion 

matrix. We can observe that the model achieved good results 

in the different facial expressions. As can be observed from 

Table 3 which reveals the performance metrics results values 

in all four domestic cats’ facial expressions with their support 

values. 

Table 3. The Proposed Model Evaluation Results on 

Domestic Cats Dataset 

Metrics 
Cats Data 

 

Precision 

 

Recall 

 

F1-Score 

 

Support 

Alarmed 0.99 0.95 0.97 199 

Angry 0.98 0.99 0.99 200 

Calm 0.97 0.98 0.97 200 

Pleased 0.99 0.99 0.99 200 

Accuracy   0.98 799 

Macro avg 0.98 0.98 0.98 799 

Weighted avg 0.98 0.98 0.98 799 

 

Precision metric measures the proportion of correctly 

predicted positive cases out of all cases predicted as positive 

as expressed in equation 1 below [26].  

                                    (1) 

 For the Alarmed expression, the precision is very high at 

0.99, indicating that when the model predicts an instance as 

Alarmed, it is correct 99% of the time.  
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Similarly, for Angry and Pleased expressions, the precision 

values are also high, at 0.98 and 0.99 respectively, indicating 

high accuracy in identifying these expressions. Moreover, the 

recall metric measures the proportion of correctly predicted 

positive cases out of all actual positive cases which is 

expressed in Equation 2 [27]. 

                                         (2) 

For the Alarmed expression, the recall is 0.95, implying 

that the model correctly identifies 95% of all actual Alarmed 

instances. For Angry, Calm, and Pleased expressions, the 

recall values are notably higher, indicating that the model 

performs very well in capturing instances of these 

expressions. Furthermore, the f1-score is the harmonic mean 

of precision and recall, providing a balanced measure that 

considers both false positives and false negatives as given in 

equation 3 below [28].  

                                            (3) 

Across all classes, the f1-scores are consistently high, 

ranging from 0.97 to 0.99, indicating overall strong 

performance of the model in terms of both precision and 

recall. Lastly, the accuracy metric measures the overall 

correctness of the model's predictions across all classes. With 

an accuracy of 0.98, it indicates that the model correctly 

predicts the facial expressions in the customized dataset with 

a high degree of accuracy. 

The training accuracy and loss graphs illustrate the model's 

learning progression over epochs. They show how the 

accuracy of the model improves and the loss decreases as the 

training proceeds. Figure 5 reveals the training loss and 

accuracy of the proposed model in the customized domestic 

cats’ dataset, the suggested model's validation accuracy is 

shown alongside its training accuracy. 
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Figure 5. The Proposed Model Loss (a) and Accuracy (b) 

Training Graphs in the Customized Cat's Dataset 

Furthermore, we used the bar chart to present a comparison 

of the model's performance across different facial expression 

categories. It visualizes the distribution of correct and 

incorrect predictions for each expression category, allowing 

for a comparative analysis of the model's accuracy and 

misclassification rates [29].  Figure 6 illustrates the bar chart 

for achieving the proposed model performance metrics in 

four domestic cats’ expressions. The model achieved 

excellent results in all four expressions. 

 

 

Figure 6. The Bar chart of Emotions in the Customized 

cat’s Dataset and their Precision, Recall, and f1-score by 

the Proposed Model 

Finally, we assessed the proposed model performance by 

using a confusion matrix. It displays the distribution of true 

positive, false positive, true negative, and false negative 

predictions across different expression categories, offering 

insights into the model's classification performance [30]. 

Figure 7 displays the normalized confusion matrix results 

evaluation of the proposed model on the Customized Cat’s 

dataset. 

 

 

Figure 7. The Heat Map of the Confusion Matrix on 

the Customized cat’s Dataset by the Proposed Model 

B. Domestic Cats Facial Expression Recognition 

Real-time Results by Proposed Model 

Real-time Domestic cats' facial expression recognition 

result is portrayed in Figure 8, the model showcases its agility 

by accurately identifying and categorizing a spectrum of 

feline expressions, spanning from 'pleased' and 'happy' to 

'alarmed' and 'calm'. This adaptation of the proposed model 

highlights its versatility, extending beyond conventional 

applications to tackle the complex domain of feline 

emotional expression recognition. 
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Figure 8. Domestic Cats Real-time Facial Expressions 

Recognition Results by Proposed model 

C. Discussion 

The evaluation results of the proposed model on domestic 

cat’s dataset offer valuable insights into the model's 

performance in classifying emotions within each animal 

category. The accuracy of the model demonstrates its overall 

effectiveness in correctly classifying emotions for domestic 

cats, with accuracies of 98%. While this accuracyy indicate 

solid performance, it also suggests room for refinement, 

especially considering the complexities of interpreting 

animal emotions. Our proposed method may benefit from the 

introduction of Squeeze-and-Excitation (SE) blocks in our 

model architecture which enhanced the representational 

power of a network by enabling it to perform dynamic 

channel-wise feature recalibration. Table 4. Shows the 

accuracy results comparison of our customized network with 

existing studies. 

Table 4.  The Results Comparison of our Proposed 

Method with Existing Studies 

Method Optimizer Accuracy 

Proposed Method Adam 98% 

Inception-v3 [31] Adam 80.42% 

Resnet50[32] Adam 91% 

V. CONCLUSION AND FUTURE WORK 

A. Conclusion 

Our study provides contribution insights into deep learning 

applications in understanding animal behavior, especially in 

the context of facial expressions in domestic cats, which is 

relatively unexplored. These results suggest that the 

Proposed model is well-suited for the task of recognizing 

domestic facial expressions, with a particularly strong 

aptitude for identifying expressions of anger, calmness, and 

pleasure. Such performance metrics indicate the model's 

potential applicability in various real-world scenarios where 

understanding and interpreting human emotions from facial 

expressions are crucial, such as in human-computer 

interaction, emotion recognition systems, and mental health 

assessment tools. Also, this research contributes to the 

growing field of animal emotion recognition and opens 

avenues for developing applications focused on enhancing 

human-animal interaction and welfare.  

However, it's important to note that while these results are 

promising, further validation and testing in diverse and 

real-world contexts would be necessary to assess the model's 

robustness and generalizability. Nonetheless, based on the 

evaluation report, the Proposed model demonstrates a high 

level of proficiency in recognizing domestic facial 

expressions, laying a solid foundation for its potential 

deployment in practical applications aimed at understanding 

and responding to human emotions effectively.  

B. Future Work 

One of the primary areas for future work involves 

expanding and diversifying the datasets used for training and 

evaluation. While the current datasets provide valuable 

insights, they may not fully represent the diversity of 

emotional expressions and variations within different breeds 

of cats and dogs. Future work could involve collecting larger 

and more diverse datasets, encompassing a wider range of 

breeds, ages, and environmental conditions. Additionally, 

including more subtle variations in emotional states and 

expressions would enable the models to generalize better 

across different scenarios and populations. 

Also, by combining different patterns using deep learning 

algorithms to Investigate the potential benefits of combining 

Squeeze-and-Excitation (SE) blocks and Exploration of other 

machine learning techniques or data sources to improve the 

accuracy and robustness of cat facial expression recognition 

in a hybrid approach to leverage the strengths. 
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