
International Journal of Engineering and Advanced Technology (IJEAT) 

ISSN: 2249-8958 (Online), Volume-3 Issue-5, June 2014 

308 

Published By: 

Blue Eyes Intelligence Engineering  

and Sciences Publication (BEIESP)  
© Copyright: All rights reserved. 

Retrieval Number E3238063514/14©BEIESP 

Journal Website: www.ijeat.org 

Artificial Neural Network Based Visual 

Recognition System using Dwt for Hearically 

Impaired Person 

Y. M. Gaikwad, K. N. Pawar 

Abstract:-Generally image processing is done to process an 

image for different application. There is variety of transform base 

feature extraction method. Visual recognition system or lip 

reading method is important generally in noisy condition. The 

new modality in image processing area is gives you dictation of 

voice. The discrete cosine transforms (DCT) and discrete wavelet 

transform (DWT) are techniques for converting a signal into 

elementary frequency components. These are widely used in 

image compression. Here we develop some functions to compute 

the DWT and to compress images. These functions illustrate the 

power of Mathematic in the prototyping of image processing 

algorithms. The rapid growth of digital imaging applications, 

including desktop publishing, multimedia, teleconferencing, and 

high-definition television (HDTV) has increased the need for 

effective and standardized image compression techniques. 

Index terms:-ANN, DCT, DWT, HMM. 

I. INTRODUCTION 

There are generally two types of models. 

1. Artificial neural network. 

2. Hidden morkov model. 

Proposed system of visual recognition consist of video 

signal as input signal .The flow of system can be explained 

with the help of following diagram. Figure 1 shows the 

different building blocks of recognition system .Video 

quality depends on the resolution and number of frames per 

second used to represent that video. Generally 25 frames per 

second video are considered as original video or liable video 

for operation purpose. Section 1 describes about video and 

frames section 2 describes about feature extraction methods 

section 3 describes about classifier and section 4 describes 

how to get recognition at the output. 

 

 

 

 

 

 

Fig. 1 General Visual Recognition System 

II. VIDEO AND FRAMES 

The facial expression of speaker is the main tool of 

recognition of speech hearically impaired aside cannot do 

this. we can develop a system to that person who can make 

interface with computer. If the audio signal is not clear or 

ideal the visual speech can become helpful tool in 

comprehending speech. In case of less signal to noise ratio 

there is large visual information. In 1954 sum by and 

Pollack Presented that bimodal video can be detected at very 

low signal to noise ratio (-30db. (1) 

The number of frames created from the video, depend on 

frequency. Generally for 1 HZ frequency there are 95 

frames.   
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III. FEATURE EXTRACTION 

Lip region extraction can be done by two ways. 

1)  Image Transform based 

2) Geometric based. 

1)  Image Transform Based 

There are five transform which used mostly. Where as in 

image transform the redundant information is removed by 

converting each video frame in to lower dimensional space.                        

(2)                                                                                                                               

1] DCT (Discrete Cosine Transform) 

2] DWT (Discrete Wavelet Transform) 

3] PCA (Principle Component Analysis) 

4] LDA (Linear Discriminant Analysis) 

5] FDCT (fast Discrete Curvelet Transform) (3) 

2) Geometric Based 

Geometric based parameterization considers geometry of 

face region. According to geometry of face region, it 

extracts lip region.  
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It assigns some reference points on face region. By distance 

formula it extracts lip region. Example of this type of 
approaches is Active contours (often referred to as snakes), 

deformable templates, and active shape models. Petajans 

original system is geometric based feature extraction 

method. [4] Where as [5] potamianos shows that image 

transform method is very good in noisy condition. 

Result shows that image transform method is good. Out of 

above mentioned transform FDCT is non linear PCA and 

LDA are linear. In most Digital Signal Processing (DSP) 

applications, the frequency content of the signal is very 

important. The Fourier Transform is probably the most 

popular transform used to obtain the frequency spectrum of 

a signal. But the Fourier Transform is only suitable for 

stationary signals, i.e., signals whose frequency content does 

not change with time. The Fourier Transform, while it tells 

how much of each frequency exists in the signal, it does not 

tell at which time these frequency components occur.       

Over the past several years, the wavelet transform has 

gained widespread acceptance in signal processing in 

general and in image compression research in particular. In 

applications such as still image compression, discrete 

wavelets transform (DWT) based schemes have 

outperformed other coding schemes like the ones based on 

DCT. Since there is no need to divide the input image into 

non-overlapping 2-D blocks and its basis functions have 

variable length, wavelet-coding schemes at higher 

compression ratios avoid blocking artifacts. Because of their 

inherent multi-resolution nature, wavelet-coding schemes 

are especially suitable for applications where scalability and 

tolerable degradation are important. Recently the JPEG 

committee has released its new image coding standard, 

JPEG-2000, which has been based upon DWT. 

1) DWT Features for Mouth Region  

A DWT is a wavelet transform for which the wavelets are 

discretely sampled. The DWT of a signal is calculated by 

passing it through a series of low and high pass filters to 

obtain four sub bands viz., one approximation band and 

three detailed bands belonging to low frequency and high 

frequency components respectively. The four sub bands of 

DWT such as approximation band, horizontal band, vertical 

band and diagonal bands. The significant information of lip 

is present in the approximation band compared to other three 

high frequency component bands. The Discrete Wavelet 

Transform (DWT), which is based on sub-band coding, is 

found to yield a fast computation of Wavelet Transform. It 

is easy to implement and reduces the computation time and 

resources required. Wavelet transform decomposes signal 

into set of basis functions. These basic functions are called 

as wavelets. Wavelets are obtained by single prototype 

wavelet y(t) called mother wavelet. 

𝜑𝑎, 𝑏(𝑡) =
1

√𝑎
𝜑(

𝑡−𝑏

𝑎
)                                                          (4) 

Where a is scaling parameter and b is shifting parameter. 

The variable ‘a’ (inverse of frequency) reflects the scale 

(width) of a particular basis function such that its large value 

gives low frequencies and small value gives high 

frequencies. The variable ‘b’ specifies its translation along 

x-axis in time. The term 1/ a  is used for normalization. 

The wavelet transform concentrates the energy of the image 

signals into a small number of wavelet coefficients. It has 

good time-frequency localization property. The fundamental 

idea behind wavelets is to analyse signal according to scale. 

It was developed as an alternative to the short time Fourier 

to overcome problems related to its frequency and time 

resolution properties. The advantage of DWT over DFT and 

DCT is that DWT performs a multi-resolution analysis of 

signal with localization in both time and frequency. Also, 

functions with discontinuities and with sharp spikes require 

fewer wavelet basis vectors in the wavelet domain than sine-

cosine basis vectors to achieve a comparable approximation. 

The properties of Wavelet Transform allow it to be 

successfully applied to non-stationary signals for analysis 

and processing, e.g., speech and image processing, data 

compression, communications. 

1.1-D Discrete Wavelet Transforms                 

The 1-D discrete wavelets transform (DWT), which 

transforms a discrete time signal to a discrete wavelet 

representation. The first step is to discretize the wavelet 

parameters, which reduce the previously continuous basis 

set of wavelets to a discrete and orthogonal / orthonormal 

set of basis wavelets. 

 m,n(t) = 2m/2 (2mt – n)   ; m, n   such that -  < m, n < 
                                                       (5) 

The 1-D DWT is given as the inner product of the signal x 
(t) being transformed with each of the discrete basis 
functions. 

Wm,n = < x(t) , m,n(t) > ; m,n  Z                                    

                         (6) 

The 1-D inverse DWT is given as: 

x (t) = 
m n

nmnm tW )(,, 
 

   ; m, n Z                     (7)                                                                                                 

1.2 2-D wavelet Transform 

The 1-D DWT can be extended to 2-D transform using 

separable wavelet filters. With separable filters, applying a 

1-D transform to all the rows of the input and then repeating 

on all of the columns can compute the 2-D transform. When 

one-level 2-D DWT is applied to an image, four transform 

coefficient sets are created. The four sets are LL, HL, LH, 

and HH, where the first letter corresponds to applying either 

a low pass or high pass filter to the rows, and the second 

letter refers to the filter applied to the columns.  The Two-

Dimensional DWT (2D-DWT) converts images from spatial 

domain to frequency domain. At each level of the wavelet 

decomposition, each column of an image is first transformed 

using a 1-D vertical analysis filter-bank. The same filter-

bank is then applied horizontally to each row of the filtered 

and subsample data. One-level of wavelet decomposition 

produces four filtered and subsample images, referred to as 

sub bands. [6] The DCT and DWT shows best result   DCT-

91% ,DWT-97%.[7] 
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IV. CLASSIFIER 

Artificial neural network and hidden morkov model are the 

two models which work as classifier. 

(1) Artificial neural network:- The basic building block 

of ANN are processing unit ,topology and learning 

algorithm[8]. The basic structure of neurons is similar to 

biological neuron. boltzman principle and Hebbian rule help 

in the learning of networking of neurons[9].The ANN can 

be used in pattern recognition. In neural network system 

every neuron should have to be trained independently. So 

count of network increases. But the drawback of this system 

is that as number of input data set varies independently, 

training of neural network becomes a tedious job [10]. 

(2) Hidden markov Model(HMM):- The HMM system 

consists of two phases namely training phase and testing 

phase. In the training phase, features are extracted using 

DCT/DWT from the mouth regions and they are given as 

inputs to estimate the parameters of HMM. Then, the word 

is recognized in the testing phase. HMMs have been widely 

and successfully used in speech recognition and handwriting 

recognition [11] Consequently, they seem to be effective for 

visual recognition of complex, structured hand gestures such 

as sign language recognition [12,13]. 

V. RECOGNITION 

Among the existing architecture types, the MLP was 

selected because of its simplicity and adequacy to solve 

properly the fault classification problem In this way, the 

learning database must contain a great variety of faulted 

scenarios to improve the ANN’s Generalization capability. 

Thus it is essential to   use number of  simulated fault 

records to accomplish the ANN’s learning. By using this 

strategy, the ANN can classify correctly simulated and real 

faults. The most used algorithm to train MLP networks is 

the back propagation algorithm. However, it converges very 

slowly and sometimes it may not converge. Levenberg-

Marquardt optimization method is used to locate the fault 

rapidly and correctly.  The output of the ANN must indicate 

which fault type is related to the actual input pattern. Hence, 

binary coding is used for the ANN’s outputs in such a way 

that a fault is characterized by the presence (1) or absence 

(0)  In order to achieve a good performance for the ANN, 

many topologies were evaluated. A topology with only one 

hidden layer with eight neurons showed best fitness for the 

problem. 

VI. RESULT 

(Results are obtained making group of even and odd 

numbers) 

Table-1 Digit Recognition Using DWT and ANN 

Classifier 

Test input DWT Train input DWT 

(Recognition in %) 

Zero 76.66 

One 80.00 

Two 66.66 

Three 56.66 

Four 66.66 

Five 63.33 

Six 73.33 

Seven 76.67 

Eight 80.00 

Nine 93.33 

VII. CONCLUSION 

Future scope of this project is that we can increase the 

frequency of the conversion of video to frame and with the 

help of DWT I would like to state that even though neural 

networks have a huge potential we will only get the best  of 

them when they are integrated with Artificial Intelligence, 

Fuzzy Logic and related  subjects. 
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