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Abstract:   The conventional load balancing algorithms feature 

severe limitations and drawbacks in cloud environments. In order 

to address these challenges, researchers have proposed prediction 

algorithms using genetic algorithms and genetic programming. 

These algorithms aim to simplify task scheduling in cloud 

platforms characterized by a large volume of users. The proposed 

scheme meets the requirements for inter-nodes load balancing. 

Simulations to compare the performance of the proposed scheme 

and the AGA demonstrated the effectiveness and validity of the 

proposed method in cloud computing. 

Index Terms: Cloud computing, Resource allocation, 

Workload prediction, CloudSim 

I.     INTRODUCTION 

Over the past decade, distributed systems such as Big data , 

on-line social networking and Internet of things applications 

and cloud computing have been  growing dramatically and is 

becoming pervasive.  Cloud computing as well as social 

network based applications will become dominant in many 

aspects of life in the next few decades. The performance of 

such large scale systems is characterized by system capacity 

in terms of number of users/clients, flexibility, scalability, 

and effective cost of operation, etc. Among many technical 

challenges, resource allocation becomes one of the most 

important factors determining the viability of systems. Good 

resource allocation schemes help increase the availability and 

scalability of the systems as well as reducing operational 

costs significantly. With the number of users of social 

networking applications increasing quickly during last few 

years [1], the data generated has grown dramatically 

accordingly.  
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Figure 1: user growth rates of some popular social 

networks over the past few years 

 

 Figure 1 shows the user growth rates of some popular 

social networks over the past few years. Popular social 

networks have hundreds of millions users and continue to 

grow. There is no single server or even cluster (a group of 

servers) can handle such large amount of data. These social 

networking applications are served by data centers which 

consist of hundreds of thousands or even more than one 

million networked servers in total[2].  

 

 
 

Figure 2:  Example of relationships in cloud data 

centre 

 

Figure 2 present a simple example of relationships between 

clients/users and cloud datacenters.   In recent years, cloud 

service providers have shifted towards dynamic resource 

management to enable sharing of cloud computing resources 

between different users [3]. 
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 This intelligent resource balancing is known as workload 

balancing in a cloud service model[4]. Cloud service 

environments have adapted different provisioning strategies 

to improve their service level. Dynamic cloud computing 

technique enables resources to be assigned to different clients 

based on the current demand of each client turning the cloud 

to a limitless computational platform with limitless storage 

space which improves the performance of cloud services [5]. 

To achieve best resource allocation in dynamic hosting 

frameworks, cloud service providers should provision 

resources intelligently to all clients [6]. This intelligent 

resource balancing is known as workload balancing in a 

cloud service. Cloud service environments have adapted 

different provisioning strategies to improve their service 

level [7]. Today cloud computing enables companies to 

delivery different computing services such as storages, 

software, and databases to their clients over the Internet [8]. 

This resource sharing technique enables organizations to 

focus on their main objectives rather than on computer 

infrastructure and maintenance [9]. There are two resource 

management models, static and dynamic. Initially, cloud 

computing services were introduced as static computing 

services where a  specific amount of resources was assigned 

to specific organizations however over the time with the rapid 

growth of computing needs for many organizations and 

business, dynamic cloud computing was introduced[10]. 

Dynamic cloud computing allowed cloud service providers to 

share and assign resources based on the demand for a specific 

workload. The dynamic resource management model enabled 

limitless computational platform with unlimited storage 

which improves the performance of cloud computing [11]. 

For instance, in a static computing, any outrages can generate 

downtime, wherein dynamic computing, if any outages occur 

the computing job can be automatically shifted to another 

location [12][13].  

II. TECHNICAL BACKGROUND 

Software As A Service is the top layer of cloud computing 

services where software applications mainly standard 

software is offered as a cloud service to the users. An 

outstanding example of a SaaS service is Google Docs. 

Google docs offer a free fully functional word processor, the 

spreadsheet application, and presentation creator software 

enabling users to collaborate with each other from different 

locations[14]. If users need to develop their own application 

on the cloud, they must use Platform As A Service (PaaS). 

This platform provides a cloud service environment in which 

developers can use appropriate APIs to make an application 

such as Facebook, which can be run and shared in anywhere 

in the world with any platforms without the risk of software 

pirating.   

Infrastructure as a Service segment of cloud services 

provide developing tools with limitless storage and 

computing powers to developers and ordinary users. For 

example, Google drive and Apple iCloud offer cloud storage 

service for all people including ordinary users and 

developers. Allowing them to develop, run, and store 

different applications in cloud environments as shown in 

figure 3. For example, Amazon EC2 and Windows Azure are 

typical. Cloud deployment model can be categorized into 5 

types:  

1.  Private clouds  

2.  Public clouds  

3.  Community  

4.  Hybrid  

5.  Hybrid with Cloud bursting application  

 

 
Figure 3: Cloud computing framework 

A cloud-computing environment is called a private cloud 

when the provider and consumer are associated with each 

other, however, in public clouds, there are no associations 

between the provider and the customer as shown in figure 3. 

The customer rents machines from the provider either by the 

hour or by a different function of time. Hybrid computing is a 

mixture of public and private computing models and a 

community cloud is computing infrastructure shared between 

different organizations [15]. In public cloud computing, 

workload balancing is needed for both provider and 

consumer. In public cloud computing, providers must utilize 

their resources so that their consumers can have the assurance 

of receiving sufficient amount of resources. In public cloud 

computing, workload balancing is needed for both provider 

and consumer.  

III. PROPOSED FRAMEWORK 

The core contribution of this paper is a new predictive load 

balancing of running tasks, for the purpose of resource 

allocation. Predictive workload balancing enables cloud 

service providers to prepare their resource allocation for all 

different scenarios beforehand of any events. We will call the 

algorithm of allocating resources based on Cicada predictions 

C-Rule algorithm. Cloud resource provisioning and  power 

consumption of data centers and its efficiency has been 

proven in previous research papers. C-Rule algorithm first 

predicts workloads during the early stage by a predictor 

called Cicada.  Then, Cicada uses CloudSim framework to 

simulate the  workload balancing by our rule-based 

algorithm.  
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C-Rule Algorithm focuses on  preventing over-loads in a 

first place rather than balancing current over-loads. In this  

new approach, a prediction can be achieved in a less than 20 

milliseconds (LaCurts, 2014) and with a help of a Cloud 

simulator, an overload can be in a matter of seconds. If C- 

Rule algorithm detects any over-loads, CloudSim can find the 

most accurate resource allocation in a matter of seconds 

which is faster than all previous algorithms. Resource 

allocation with a CloudSim requires less computational 

power than using complex statistical and mathematical 

formulas for resource allocation.  C-Rule algorithm can 

achieve the most efficient cloud resource allocation which 

includes number of host machines and the required number of 

virtual machines for each host machine with minimal 

resources. After finding the most system configuration for a 

specific workload, C-Rule algorithm will lower number of 

virtual machines and amount of physical memory for every 

given task, up until it finds the minimum resource 

requirement for a specific workload. C-Rule algorithm needs 

to receive efficient prediction data and if there are no 

historical prediction data then CloudSim will use the random 

algorithm for workload balancing until it receives a reliable 

workload data. Previous researches have proven that Random 

algorithm is the most efficient algorithm for peak time traffic 

and when Cicada cannot detect a reliable prediction, random 

algorithm can distribute the workload evenly between 

different VMs. Unlike other algorithms Random Algorithm 

connects cloudlets and servers randomly by assigning 

random numbers to each servers and can handle large number 

of requests and evenly distribute the workload to each node. 

In a load balancing dependent on the Random algorithm each 

client can be given list of available servers which can 

eliminate the need for a centralized broker. The main purpose 

of a predictive workload balancing with C-Rule is that, cloud 

service providers can install SFlow-enabled devices on their 

cloud network and gather workload data from a traffic link of 

their cloud network and use C-Rule to simulate the workload 

on a simulated network based on a specific workload and 

later increase the amount of workload to test the maximum 

handling of their workload as shown in figure 4. This method 

of the provisioning can also prevent any over-provisioning by 

finding the minimum amount of computing resources for a 

workload.  

A. Workload Prediction  

Cicada uses the data gathered from the SFlow-enabled 

devices to predict incoming workload as shown in figure 5.  

The data collection process will comprise of the following 

three steps:  

1.   Firstly, the SFlow-enabled devices will transmit the 

samples to a centralized server.  

2.   Secondly, the centralized server will collect detailed 

information about the data sample including the IP address, 

time-stamp, and transferred bytes.  

3.   Thirdly, the aggregate dataset will be exported to 

Cicada for further estimation.  

After completing the first three phases.  

1.   Cicada imports data from sFlow-enabled device and 

compares it to historical traffic data generating a workload 

prediction.  

2.   Cicada exports the prediction data to a file, which can 

be exported to Cloud Simulator framework.  

3.   C-Rule algorithm can compare the prediction data to 

historical predictions and if it finds any similar 

overload-scenario in the historical data then it can execute the 

previous resource allocation policy rather than a new load 

balancing scenario.  

Both Cicada system and CloudSim framework can be 

installed on a same computer.  

The following parameters must be transferred from Cicada 

to CloudSim in order to stablish a reliable simulation.  

 
Figure 4: Input Parameters to Cloud Simulator. 

 

 
Figure 5: Architecture of workload prediction 
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All predictions are transmitted from Cicada to Cloud. 

CloudSim will run a simulation and detect any possible 

overloads.  

 
Figure 6:  Architecture of overload detection and 

solution 

If the simulation detects any overloads, it will simulate 

different scenarios by adding more host machines or virtual 

machines to achieve zero CPU waiting time as shown in 

figure 6. Cloud simulation can also generate list of CPU wait 

times for each cloudlet each time that CloudSim adds or 

removes different cloud resources. All waiting times can 

stored as set and compared by Paired t-test to the previous 

data set of CPY waiting times. In the following example the 

number of host machines has been increased from 1 hosts to 2 

hosts. The sum of the waiting times have been decreased 

from 200020.38 to 40003.75. To make a statistical 

comparison, all waiting times will be added into a list and 

will be compared by Paired t-test.  

In the following example the final values for t is 6.98 

which indicates there has been a significant change.  

 
Figure 7: Table of results from CloudSim. Adding a 

new host machine decreases the total wait-time. 

 

 

C. C-Rule Workload balancing diagram  

 

 
Figure 8: Architecture of the Workload Balancing 

Algorithm 

 

Algorithm 1 : Proposed C-rule algorithm 

 1:  Calculate global parameters: S, S, ΔS, F  

2:  Initialize T b  

3:  while T b > ε  do  

4. Select an user u  

5. Select a new server s  

6. Calculate Estimate F  

7. if Estimate F < F then  

8. Switch user u to new server s  

9. else  

10. Switch user u to new server s  

11. with probability exp( F−EstimateF )  

12. end if  

13. if T b > T  Decrease T b  

14. end if 

15. end while  

 

Initially, Cicada generates a load prediction and if the 

prediction is unreliable, then it will use the random algorithm 

for load balancing until it receives a reliable prediction.   

Random Algorithm connects cloudlets and servers randomly 

by assigning random numbers to each server.  Unlike Round 

Robin algorithm, Random algorithm can handle a large 

number of requests and evenly distribute the workload to 

each node as shown in figure 9. Similar to the Round Robin 

algorithm, another advantage of the Random algorithm is that 

it is sufficient for machines with similar Ram and CPU specs. 

The Random algorithm is the most efficient algorithm for 

peak time traffic and when Cicada cannot detect a reliable 

prediction, The Random algorithm can distribute the 

workload evenly between different VMs.  
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Figure 9: Random Algorithm 

In the C-Rule algorithm, any unreliable prediction can be 

handled with the random algorithm and when a reliable 

workload arrives, the C-Rule algorithm can  compare the 

incoming workload with historical workloads. If a similar 

historical workload is detected, the C-Rule can detect 

whether current resource management policy is suitable for 

that specific workload. If C-Rule algorithm does not find any 

historical data related to the incoming workload then it will 

begin simulating the workload 

 in the CloudSim simulator. Initially, C-Rule will find the 

optimal number for physical machines and virtual machines 

to achieve minimum CPU waiting time. The ideal CPU 

waiting time is always zero. Each time C-rule algorithm can 

also use the paired t-test to compare the new result to the 

previous one.  

IV. RESULT AND EVALUATION 

 Previously introduced load-balancing algorithms, C-Rule 

Algorithm focuses on preventing over-loads in a first place 

rather than balancing current over-loads.  C-Rule Algorithm 

can find a solution for any workloads in a fraction of a 

second. In most cases, Cicada can make a prediction in less 

than a 25 milliseconds and it needs a minimum of only 1 hour 

of historical data to make a prediction. In some cases, the 

speed of predictions is less than 5 milliseconds. The figure 

below demonstrates the speed of Cicada’s prediction based 

on the size of the Dataset as shown in figure 10.  

 
Figure 10: Speed of Predictions based on dataset 

CloudSim can also simulate a workload of less than a 

second depending on the processing power of the centralized 

server. All previously introduced algorithms need 

complicated mathematical and statistical computation and 

demand a very high computational power, where the C-Rule 

algorithm can require a very small processing power. After 

achieving the minimum CPU waiting time. C-Rule algorithm 

will reduce the amount of resources in the simulations to find 

the minimum number of required resources for that workload 

to prevent any over-provisioning as shown in figure 11.  

 
 

Figure 11:  C-Rule eliminates excessive host machines 

to eliminate over-provisioning 

The following figure is an example of resource reduction 

by a C-Rule algorithm as shown in figure 12.  

 

 
Figure 12: Resource Reduction 

 

 
Figure 13: Final result of resource reduction after 

achieving a zero processing wait-time. 
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The above chart demonstrates a simulation result for host 

reduction in a successful load balancing as shown in figure 

13. CPU waiting time is zero whether service provider uses 7 

host machines or 5 hot machines. 

V.     CONCLUSION 

 The proposed approach enhances cloud services  to achieve 

faster and more reliable workload balancing, allowing them 

to utilize their resources more efficiently by preventing any 

over-provisioning. Cloud service providers can use the 

workload prediction and if any similar workload exists in the 

historical data then C-Rule algorithm can simply use the 

result from the previous prediction. If no previous data exists 

in the database then C-Rule algorithm can use the prediction 

data and simulate a workload balancing and use that 

simulation data in future for a faster workload balancing. The 

C- Rule algorithm can balance a workload in a matter of 

seconds rather than several minutes. 
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