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Abstract: Proteins play an important role in human biological 

system. Proteins interact with other molecules such as DNA, 

RNA and other proteins to perform biological activities. Essential 

proteins are indispensable for the survival of an organism. The 

identification of essential proteins is important for finding the 

disease treatment, develop novel drugs. Numerous topological 

and machine learning approaches have been introduced in recent 

past for essential protein prediction but they have not attained 

promising results. In order to improve the prediction accuracy of 

essential protein identification the proposed prediction model is 

constructed by incorporating graph coloring and machine 

learning approaches. Numerous performance measures namely 

accuracy, precision, recall and f-measure were employed to 

predict the performance of the proposed model. After analysis, it 

is identified that the proposed model produced promising results 

as compared to state-of art methods. 

   Keywords: Classification algorithms, Decision tree, Graph 

Coloring, Protein-protein interaction, Random Forest, SVM. 

I. INTRODUCTION 

Essential proteinsplay a key important role in the cellular 

functions such as regulations of body issues, biochemical 

reactions and perform regulation of body processes to 

maintain fluid balance in our body[1]. In recent times, the 

researches on essential protein identification have attracted 

many researchers. Essential proteins are those proteins 

which are crucial for drug development, disease diagnosis 

and treatment. In previous years, both experimental and 

computational based approaches have been most widely 

employed for essential protein identification [2]. The 

experimental based approaches such as gene knock out[3], 

RNA interference [4]and conditional gene knock out[5] are 

extremely timeconsuming. In the meantime, with the rapid 

generation of vast amount of biological data, many 

computational based approaches have been proposed for the 

identification of essential proteins based on topology of 

protein network and machine learning based methodologies 

such as supervised and unsupervised approaches. Many 

insight have been provided by the researchers on finding the 

essential proteins based on network topology such as degree 

centrality (DC)[6], eigenvector centrality(EC)[7], edge 

clustering(EC)[8], closeness centrality(CC)[9], betweenness 

centrality(BC)[10]. However, presently available 

computational based approaches result in high false negative 

and low true negative. 
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During the past, many machine learning based approaches 

have been applied effectively applied to PPI to find essential 

proteins. In the supervised approach, a training dataset 

includes input as well as output response values. Some of 

the most commonly used approaches are logistic regression, 

decision tree, random forest, NB classifier and KNN 

classifier. The input for building the classification model can 

be of either sequential or structural features based 

extraction.Yu Dong et al.[10] gave insight on using SVM 

classifier for predicting structural classes of protein such as . 

Long-Hui Wang and Juan Liu[11] examined the impact on 

predicting protein using physical chemical properties and 

structural properties of amino acids.HaijiangGeng et al.[12] 

have developed NB classifier based approach that used two 

distinct features such a PSSM(Position Specific Score 

Matrix) and Relative Solvent Accessibility for predicting the 

protein binding site.Jian Cheng et al. [13] developed a 

combination of machine learning model (FMW) based on 

logistic regression, NB classifier and genetic 

algorithm.FMW based model produces better accuracy that 

using single machine learning model.Santosh Philips et 

al.[14] tested the importance of machine learning algorithms 

in predicting the essential genes for diagnosing diseases and 

treating it. They employed algorithms such as J48, SMO and 

Naïve Bayes for predicting essentialgenes. 

Marcio L Acencio andNey Lemke[15] have 

developed a combinatorial framework of machine learning 

and topological approach for essential protein prediction. 

They used 12 network topological features for prediction. A 

series of research have been proposed in [16-18] that 

portrayed the importance of combining topological and 

biological features in identifying the essential proteins. 

     In this review, we proposed a powerful and accurate 

prediction model using graph coloring and machine learning 

model. In this proposed architecture, Protein interaction data 

is extracted from stringDB and graph coloring approach has 

been employed to extract the essential proteins by extracting 

the primary and secondary colors. Secondly, physiochemical 

properties of the proteins are used to extract the most 

essential proteins. Performance measures such as precision, 

recall, f-measure are utilized to evaluate the performance of 

the proposed architecture. 

II. MATERIALS AND METHODS 

Datasets: 

In this research, we have collected four different benchmark 

datasets for various diseases such as cancer, diabetes, 

allergy and NIPAH virus.  There are various sources of 

protein interaction databases such as stringDB[19], 

bioGRID[20], IntACT[21]. The dataset was constructed by 

retrieving all the interactions of a specific protein from 

stringDB.  
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Further, to predict the essentiality of protein the 

physiochemical properties of individual proteins were 

constructed from UniProtKB using the identifier. 

Feature Extraction Methods: 

Physiochemical properties of the proteins were used to 

extract the prominent features of the protein which are used 

as training and testing the dataset. 

Framework of proposed Architecture: 

 

Fig. 1: Framework of proposed Architecture 

Fig. 1 shows the proposed framework for extracting 

essential protein from protein interaction database. The 

dataset from our experimental study was collected from 

stringDB. StringDB is a biological database which holds 

information about protein-protein interaction, functions of 

protein and huge collection of experimental data. Nodes 

represent protein and edges represent the interaction 

between proteins. In the graph, graph coloring algorithm has 

been employed by checking the connectivity between 

neighbors. The proteins are separated based on colors and 

the algorithm extracts the primary and secondary layers of 

interaction from the main target protein. Furthermore, the 

physiochemical properties of the proteins are obtained using 

bioinformatics tool and most essential proteins are further 

analyzed using SVM and random forest classification 

algorithms. 

2.3.1 Graph Coloring: 

Fig. 2 shows the outcome of graph coloring algorithm. From 

the PPI, start at a chosen protein and check whether it is safe 

to color the adjacent proteins of the currently picked target 

protein. Perform three condition checks at the currently 

selected protein. Firstly, there may not be any proteins 

adjacent to the currently chosen protein. Secondly, there 

may be adjacent proteins which are already colored. Thirdly, 

there may be adjacent proteins which are not colored. The 

first and second condition need not be considered for 

coloring. The third condition can be checked, by using the 

formula’s (1) and (2). It is used to find the proteins that are 

adjacent to the target protein and to check whether it is 

already colored.  

G[p][j] == 1                          (1) 

C1 == x[j]       (2) 

For all the set of the proteins in a PPI, compute its color. 

Top percentages of essential proteins for diseases are 

computed by extracting the primary and secondary colors 

from PPI. 

 
Fig. 2: Framework of Graph Coloring 

 

2.3.2 SVM Classifier: 

SVM classification algorithm is most popularly used 

algorithm in the field of bioinformatics for pattern 

recognition, classify diseases. It was developed by 

HavaSiegelmann and Vladimir Vapnik[22] for classification 

problems. The main objective of the algorithm is to finds a 

hyper plane that best divides the plane into two classes. The 

plane maximizes the distance between nearest data points of 

either side of classes. 

 

2.3.3 Random Forest Classifier: 

     Random Forest is one of the most popularly used 

machine learning algorithm which makes uses a 

combination of decision trees to support strong decision 

making process. The forest chooses the classification having 

the most votes. It plays a wide important role in many 

applications such as bioinformatics, banking, marketing and 

Medicine. The first basic decision tree algorithm was 

developed by Tin Kam Ho[23], [24]. Later, an extension to 

the approach was given by Leo Breiman and Adele 

Cutler[25]. 

I. Evaluation Methodology: 

Numerous performance parameters such as accuracy, 

precision, recall, F-measure and AUC have been utilized to 

measure the performance of the proposed predictor. In this 

test, protein interaction data have been collected from 

stringDB. A very large collection of proteins are given as 

input to the graph coloring algorithm. The most essential 

proteins for various diseases have been extracted through 

primary and secondary colors. In the next phase of the 

prediction, physiochemical properties of the proteins have 

been collected with the Uniprot ID. A 70% of the data have 

been assigned as training data and the remaining as test data. 

The evaluation metrics are calculated using the following 

formulas; 

 

Accuracy = TN + TP  (3) 

                TP + FN + FP +TN 

 

Precision =        TN (4) 

                        TP + TN 
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Recall    =          TP  (5) 

FN + TP 

 

F-measure = 2× Recall × Precision (6) 

                          Recall + Precision 

where TP, TN, FP, FN represents true positive, true 

negative, false positive and false negative respectively. 

Accuracy, precision, recall and F-measure are computed 

using the formulas (3), (4),(5) and (6). Accuracy helps to 

measure the ratio of correctly classified essential proteins to 

the total proteins. Precision helps to measure the ratio of 

correctly classified essential proteins to the total number of 

essential proteins. Recall is the measure of the ratio of 

correctly classified essential proteins to all the observations 

in actual essential proteins. 

 

III. RESULTS AND DISCUSSION 

Table 1 describes the success rate of the proposed graph 

coloring and machine learning approaches for protein 

interaction data from stringDB and the physiochemical 

property based features for various diseases such as cancer, 

diabetes, allergy and NIPAH virus. After analyzing the 

proposed approach with varying window size such as 

1001,1003,1005,1007 the proposed graph coloring and 

machine learning approach has attained a highest accuracy 

rate for the window size 1001. The accuracy, precision, 

recall and F-measure are 92.3 %, 93% and 92% and 91% 

respectively. The accuracy for SVM classifier is high for the 

window size 1007. The better accuracy for random forest 

has been attained for the window size 1007. The highest 

accuracy rate for decision tree is 86.7%. For NB classifier 

the accuracy, precision, recall and F-measure are 79.4%, 

76%, 78% and 79% respectively. The success rate of the 

proposed approach is better than other classification 

algorithms such as SVM, Random forest, decision tree and 

NB classifier. 

 

Table 1: Success rate of Graph coloring and classification algorithm for Cancer disease 

 
Window size Prediction Model Acc(%) Precision(%) Recall(%) F-measure(%) 

1001 

1003 

1005 

1007 

Graph Coloring + 

SVM + Random 

Forest 

92.3 

91.4 

92.7 

91.8 

93 

92.2 

91.2 

92.3 

92 

91.2 

90 

90.6 

91 

91.4 

92.3 

94.4 

1001 

1003 

1005 

1007 

SVM Classifier 80.2 

81.3 

82.5 

83.3 

73.4 

74.4 

76.6 

78 

80 

81.2 

83 

84.5 

76.6 

77 

78 

79 

1001 

1003 

1005 

1007 

Random Forest  84.6 

86.6. 

88 

89.8 

85 

87.1 

89.2 

89 

84.8 

86.7 

87 

88.2 

86 

87.2 

88 

89 

1001 

1003 

1005 

1007 

Decision Tree 84.2 

83.3 

86.7 

85 

82.8 

83.3 

86.7 

88 

83.8 

84.7 

87.6 

88.5 

86 

87.2 

88 

86.4 

1001 

1003 

1005 

1007 

NB classifier 77 

76.2 

78 

79.4 

78.2 

78.8 

77.4 

76 

79 

78.2 

78.4 

78 

75.4 

76.6 

78 

79 

  

Table 2 shows the success rate of the proposed 

graph coloring and machine learning based model for 

diabetes disease. The analysis of the proposed approach with 

varying window size has been recorded in the below 

mentioned table. The accuracy for the disease diabetes is 

high for the window size 1005. The accuracy, precision, 

recall and F-measure are 93.5%, 94.8%, 90.6% and 93.3% 

respectively. The prediction accuracy rate is high for the 

window size 1007 for the SVM classifier algorithm. For 

random forest the accuracy rate is high for the window size 

1007. For decision tree classifier, the accurate rate is high 

for the window size 1007.The accuracy, precision, recall and 

F-measure of the proposed graph coloring and machine 

learning based model are 94.7%, 94.3%, 92% and 93.2% 

respectively. 

Table 2:Success rate of Graph coloring and classification algorithm for diabetes disease. 

 

Window size Prediction Model Acc(%) Precision(%) Recall(%) F-measure(%) 

1001 

1003 

1005 

1007 

Graph Coloring + 

SVM + Random 

Forest 

93 

92.7 

93.5 

94.7 

92 

93 

94.8 

94.3 

91.8 

93.1 

90.6 

92 

92 

92.4 

93.3 

93.2 
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1001 

1003 

1005 

1007 

SVM Classifier 80.2 

81.3 

82.5 

83.3 

73.4 

74.4 

76.6 

78 

80 

81.2 

83 

84.5 

76.6 

77 

78 

79 

1001 

1003 

1005 

1007 

Random Forest  84.6 

86.6. 

88 

89.8 

85 

87.1 

89.2 

89 

84.8 

86.7 

87 

88.2 

86 

87.2 

88 

89 

1001 

1003 

1005 

1007 

Decision Tree 84.2 

83.3 

85 

86.7 

82.8 

83.3 

86.7 

88 

83.8 

84.7 

87.6 

88.5 

86 

87.2 

88 

86.4 

1001 

1003 

1005 

1007 

NB classifier 78.4 

77 

78.9 

79.2 

79 

79.8 

76.4 

79.2 

79.8 

76 

76.4 

77.8 

76.4 

76.2 

79 

78.3 

 

 

Figure 3: Comparison of prediction accuracy of proposed approach and classification algorithms 

 

Figure 4: Comparison of precision % of  proposed approach and classification algorithms 
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Figure 4 shows the comparison of the precision % of the 

proposed approach with existing state of art methods. The 

proposed method produces about 16% increase in 

performance than SVM classifier, 7% increase than random 

forest, 9% increase in performance than decision tree and 

17% increase in precision performance than NB classifier. 

 

Figure 5: Comparison of recall(%) of proposed approach and classification algorithms 

Figure 5 shows the comparison of recall in % than existing 

machine learning models. It is observed that the proposed 

method produces about 16% increase than SVM classifier, 

7% increase than random tree, 10% increase than decision 

tree and 18% increase than NB classifier. 

Figure 6: Comparison of F-measure(%) of proposed approach and classification algorithms 

Figure      6    shows the  performance comparison        of the 

proposed method than existing machine learning model. It is 

clearly observable that the proposed method produces an 

increase in % of recall of about 17%  than  SVM classifier, 

9% than Random Forest, 10.5% than decision tree and 18.5 

% than  NB classifier.
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Figure 7: Comparison of prediction accuracy(%) of proposed approach and classification algorithms 

Figure 7 shows the performance of the prediction accuracy 

of the proposed model with the existing machine learning 

model for diabetes disease. It is observable that the proposed 

approach produces about 18.5% increase than SVM 

classifier, 9% increase than random forest, 8.4% increase 

than decision tree and 19%increase than NB classifier. 

  

Figure8: Comparison of precision(%) of proposed approach and classification algorithm 

Figure 8 shows the performance of the proposed approach 

with the existing machine learning model. It is observable 

that the proposed approach works better than SVM for about 

19.2%, 8.3% increase in precision than Random forest, 7% 

increase than decision tree and 18% increase than NB 

classifier. 
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Figure 9: Comparison of Recall(%) of proposed approach and classification algorithms 

 

Figure 9 records the  comparison of the proposed method 

with the existing classification algorithms. It is observable 

that the combination of graph coloring and machine learning  

produces better result than the existing algorithms in terms 

of recall 

IV. CONCLUSION 

In this research an effort had been made for the accurate 

prediction of protein-protein interactions is developed. Two 

different approaches such as the combination of graph 

coloring and machine learning based model have been used 

for the accurate prediction. It is observed that the prediction 

outcome of the proposed approach is quite efficient for four 

different types of diseases than the traditional methods in the 

literature conducted hitherto. It is observed that the proposed 

prediction model will be a user friendly tool for predicting 

the essential proteins for different diseases. In order to 

provide an easy access for identifying the essential proteins, 

an effort shall be made in future to develop a web based 

interface. Thus, graph coloring and machine learning based 

model has been extensively applied for effective protein 

classification. 
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