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Abstract: Over the past few years, Deep learning-based methods 
have shown encouraging and inspiring results for one of the most 
complex tasks of computer vision and image processing; Image 
Inpainting. The difficulty of image inpainting is derived from its’ 
need to fully and deeply understand of the structure and texture of 
images for producing accurate and visibly plausible results 
especially for the cases of inpainting a relatively larger region. 
Deep learning methods usually employ convolution neural 
network (CNN) for processing and analyzing images using filters 
that consider all image pixels as valid ones and usually use the 
mean value to substitute the missing pixels. This result in artifacts 
and blurry inpainted regions inconsistent with the rest of the 
image. In this paper, a new novel-based method is proposed for 
image inpainting of random-shaped missing regions with variable 
size and arbitrary locations across the image. We employed the use 
of dilated convolutions for composing multiscale context 
information without any loss in resolution as well as including a 
modification mask step after each convolution operation. The 
proposed method also includes a global discriminator that also 
considers the scale of patches as well as the whole image. The 
global discriminator is responsible for capturing local continuity 
of images texture as well as the overall global images’ features. 

The performance of the proposed method is evaluated using two 
datasets (Places2 and Paris Street View). Also, a comparison with 
the recent state-of-the-art is preformed to demonstrate and prove 
the effectiveness of our model in both qualitative and quantitative 
evaluations. 
 

Index Terms: Image inpainting, gan, l1 , dilated convolution. 

I. INTRODUCTION 

  Image inpainting often refers to the process of filling a 
missing region in an image. Also, it can be used for the 
removal of unwanted objects and filling these areas from the 
surrounding neighborhood of images. The main challenge 
facing image inpainting is the quality of the produced images 
with respect to the human eye. Even though it is easier to 
inpaint smaller regions, inpainting larger regions remains a 
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challenging problem due to its high variabilities and 
complexities in the image’s texture’s space. 
 
Many previous deep learning methods depend on 
Convolution Neural Network (CNN). They considered the 
inpainting of a square missing region either with a fixed size 
usually located at the center of images [1,2], or with variable 
size scattered at any random location of images [3,4]. The 
work in this paper presents a global image inpainting model. 
This model should be able to inpaint any random-shaped 
missing regions with high-level understanding and 
recognition for the structure and texture of the image. The 
output of the model should be an accurate prediction of the 
missing region consistent with the rest of the image without 
any headache of any post-processing or blending techniques. 
CNN-based models often learn to minimize a predefined loss 
function such as L1 or L2 reconstruction loss. The objective 
of these loss functions is to define the quality of the output 
results, but these losses often tend to produce blurry outputs 
as they depend on measuring the Euclidean distance between 
predicted and ground truth pixels [1,5]. This can be justified 
by the fact that minimizing Euclidean distance is performed 
by averaging all plausible outputs.The latest methods of 
image inpainting employed a CNN along with Generative 
Adversarial Network (GAN). The pioneer of that field was 
proposed in [1], and the training model of GAN is based on a 
comparison between two images; the real one versus the 
inpainted generated output. GAN consists of two main 
networks: Generator and discriminator. The discriminator is 
used to differentiate whether the inpainted generated image is 
real or fake according to a computed GAN loss during 
training. Afterwards, it became an inspiration and a 
motivation for many following recent work [6-9]. They 
employed encoder-decoder architecture for efficient feature 
learning and generative adversarial networks for the 
generation of more coherent results by encouraging the 
similarity between the generated and real images.In [1], GAN 
was used for small images, however it could not work for 
higher-resolution images with random-shaped missing areas. 
In [10], PatchGAN was presented which updated the setting 
of the discriminator to work at the scale of patches. This 
modified discriminator will be able to evaluate whether each 

 patch in an image is real or fake. CNN-based methods 
usually suffer from two main problems. The first problem is 
the use of standard convolutions’ filters which may fail to 

model distant correlation between the distant influencing 
region and the missing region. 
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The second problem is that the standard filter always 
substitutes the missing content with a normalized fixed value, 
i.e. mean value as used in [11].The proposed model 
overcomes these two problems by using dilated convolutions 
for the generator’s inpainting network to obtain an increased 

area for each inpainting layer; giving a wider field of view 
without any increase in computation cost of standard 
convolutions, and in addition, a modification mask step is 
associated with each layer. Considering a binary mask, the 
modification step is concerned with the removal of any mask 
pixels where the convolution was able to operate on a valid 
pixel value. The idea is to produce an accurate independent 
prediction for a new missing binary mask in each step 
regardless of the initial missing binary mask of the image. 
Therefore, any random-shaped mask will eventually fade 
away, i.e. shrink, using the right corresponding number of 
layers. Also, the use of a single global discriminator is 
proposed and designed to be suitable for the random regions 
while maintaining stable and fast training.  
In summary, we present in this work: 

• A novel-based method capable of inpainting of any 
random-shaped missing region. 

• Employment of the use of dilated convolutions 
associated with a modification mask step for 
inpainting network. 

• The use of a single patch-based global discriminator 
suitable for random shaped masks. 

• Analysis of each used network component. 
• Performance evaluation of the proposed model using 

two different datasets, i.e. Places2 [12] and Paris 
Street View dataset [13]. 

• Qualitative and quantitative analysis with recent 
tate-of-the-art inpainting methods. 

This paper is structured as follows. Related work is provided 
in Section 2. Approach is briefly explained in Section 3. 
Experiments and Results are discussed in Section 4. 
Conclusions are provided in Section 5 and References are 
presented in Section 6. 

II. RELATED WORK 

Existing image inpainting methods can be categorized into 
three main categories: Diffusion-based, Patch-based and 
Deep Learning-based. 

Diffusion-based Methods 

  These were the earlier methods trying to find a solution for 
the image inpainting problem. Their methods used image 
propagation content from the surrounding region for 
inpainting. Different methodologies were presented for 
image propagation content such as [14,15], the authors used 
isophote direction field for propagation. The authors in [16] 
used a histogram for statistics from the image itself for 
obtaining local contents. These methods were generally used 
for inpainting of small regions such as scratches in images. 

Patch-based Methods 

  These methods can inpaint a larger missing region than what 
diffusion-based methods can. They work on the similarity 
between patches for borrowing information from the 
surrounding pixels around the region to be inpainted. These 

methods were initially targeting texture synthesis [17,18], 
they worked on a bidirectional patch-similarity based on the 
dense computation to determine similarity between patches. 
This method was not practical for applications due to its 
expensive computation. In [19], The authors presented a 
modified version based on image energy optimization, they 
computed the outputs’ quality image by using Markov 
Random Field (MRF)-based model. The results were good 
for images with similar textures. Another modified approach 
was presented in [20], it is a fast algorithm for finding and 
selecting the nearest neighbors for filling the missing hole, 
this method showed good results for editing image 
applications. Patch-based methods can be used for filling 
relatively large regions in a simple structure natural image 
but did not show any good results for images with complex 
structures. Also, these methods were not considered fast 
enough to cope with the modern real-time applications. 

Deep Learning-based Methods 

Recent Deep learning-based systems often employed GAN 
for the automatic production of realistic images without any 
human interference. However, training a GAN network is a 
hard task due to the instability in the discriminator’s behavior 

which affects generator’s convergence. Another issue, the 

GAN grades the whole images to be real or fake according to 
an adversarial loss computed by the discriminator network. 
This method is more suitable for lower resolution images. 
However, higher resolution images need more attention for 
local details as well as the global structure. Various GAN 
architectures were proposed during the last few years to solve 
the mentioned issues [10, 21-24].Deep learning-based 
methods and GAN-based methods usually use an 
initialization for the missing regions/holes with fixed value, 
usually the mean value [11] which is propagated through the 
convolution neural network afterwards. In [1], they trained a 
deep neural network for inpainting of a center-square mask of 
size  in  images with a function of two 
measure losses, i.e. L2 reconstruction loss and adversarial 
loss. The results were good for center-region inpainting but 
failed to produce the same results for any other hole’s 

location. In [2], a two-step technique was proposed; in the 
first step, the model from [1] is used for initial inpainting hole, 
afterwards, they applied a global texture model with 
convolutional neural networks [25] for fine tuning. This work 
only produced good inpainting results for symmetric images 
around the center.In [7], they modified the work of [1] by 
using two discriminators - local and global - the local 
discriminator is responsible for ensuring local consistency of 
the inpainted region with the near neighbors, while the global 
discriminator is responsible for ensuring the image’s overall 

coherence. This work focuses on inpainting objects with 
similar known structures such as faces. The authors in [6] 
modified the work in [7] and added a contextual layer for 
finer tuning of inpainted images. The results were visibly 
good images, but these techniques can only inpaint 
square-random missing holes, which is considered as a 
limitation from our perspective.  
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Recent PatchGAN proposed in [10,26] presents a simple 
yet effective network that has the flexibility to adapt to 
different missing regions’ structures. Since it grades each 

image’s patch rather than grading the whole image. The goal 

of PatchGAN is to let the discriminator runs in a different 
manner than the traditional GAN, i.e. to classify if each 

 image patch is real or not. This discriminator runs 
convolutionally across the image, averaging all responses to 
provide the ultimate output of D. Our work overcomes the 
ineffectiveness and limitations of the existing methods by the 
capability of inpainting diverse scenes. The proposed work 
can inpaint any random-shaped missing regions at any 
arbitrary locations across the image.  

III. APPROACH 

We build our model by modifying and reproducing the most 
recent state-of-the-art image-inpainting model presented in 
[6] and PatchGAN presented in [10]. We were motivated by 
the encouraging results shown in inpainting of 
square-masked regions in natural images and faces. In this 
section the steps will be as following; the used network 
architecture, convolution and mask modification step, and 
finally the used loss function will be discussed. 

Network Architecture 

The overall inpainting network presented in this paper is 
composed of two main networks: generator inpainting 
network and a single global discriminator as shown in Fig.1. 
Generator Inpainting Network: The generator inpainting 
network is based on a fully convolutional network. The 
generator network takes an input pair composed of the 
ground truth image and the binary mask to indicate the 
missing regions as an initial input to produce the corrupted 
image. This corrupted image is then fed to the network 
inpainted image production.For the generator inpainting 
network, we employed an encoder-decoder architecture. 
Using this architecture gives us the advantages of reducing 
both the memory usage and the computation time, as initially, 
the corrupted image’s resolution is decreased before any 

processing and then it is recovered to its original resolution at 
the decoder side using up/sampling or deconvolution layers 
[27]. Some recent work [28] employed the use of U-net [29] 
architecture but it is found to be inaccurate in cases of using 
wider masks as stated in [30]. 
 

 
 

Fig. 1.  Used Network Architecture. The generator inpainting 
network is trained only with  loss. The global 

discriminator network is trained with  and GAN loss.  

A fully dilated convolution also called atrous convolutions 
[31] is used for all layers of generator inpainting network. 
Dilated convolution is considered as a modified convolution 
operation, where it uses a larger kernel coverage, i.e. giving a 
global view, allowing capturing of more contextual 
information without any increase of parameters or 

computation complexity and still maintaining the same used 
resolution as shown in Fig. 2. It also provides a faster training 
with a smaller number of parameters.The choice of using 
dilated convolutions gives the model an important advantage 
of seeing a wider area of the input image especially for lower 
resolution layer than the standard convolution. The standard 
convolution is considered as a dilated convolution with 
dilation factor D equals to 1.All training images used are of 
size . For the encoder part, Rectified Linear Unit 
(ReLU) activation function is used, and leaky ReLU with 
α=0.2 is used for the decoder part instead of using 

Exponential Linear Unit (ELU) used by [6]. A detailed 
architecture is shown in Table 1a. 

 
Fig.2.   The effect of using dilation convolution for the same kernel 

size 3×3 but with different dilation factor D=1,2 and 3. 
 
Global Discriminator Network: The goal of this network is 
to decide whether the generated image from the inpainting 
network is real or not, i.e. fake. Our generator inpainting 
network improves its generation through the discriminators’ 

GAN loss also known as Adversarial loss.The global 
discriminator network is composed of four layers and one 
fully connected layer. All convolution layers are associated 
with a stride = 2 in order to decrease the image resolution 
while increasing the output filters’ number. The recent work 
for weight normalization is used in [32] known as spectral 
normalization which provides stability for discriminator’s 

training to produce a better adequate quality of the generated 
images.  
Table 1a. Generator Inpainting Network Architecture. After each 
dilated convolution layer, except the last one, there is a Rectified 

Linear Unit (ReLU) layer. The output layer consists of a 
convolutional layer with a clipping function to limit the output to the 

[0, 1] range. The Outputs column refers to the number of output 
channels for the output of the layer. 

Type Kernel Dilation Stride Outputs 

Conv. 5x5 1 1x1 32 
Conv. 3x3 1 2x2 64 
Conv. 3x3 1 1x1 64 
Conv. 3x3 1 2x2 128 
Conv. 3x3 1 1x1 128 
Conv. 3x3 1 1x1 128 

Dilated 
conv. 

3x3 2 1x1 128 

Dilated 
conv. 

3x3 4 1x1 128 

Dilated 
conv. 

3x3 8 1x1 128 

Dilated 
conv. 

3x3 16 1x1 128 

Conv. 3x3 1 1x1 128 
Conv. 3x3 1 1x1 128 

http://www.ijeat.org/


 
Random-Shaped Image Inpainting using Dilated Convolution 

644 

Published By: 
Blue Eyes Intelligence Engineering 
& Sciences Publication  

Retrieval Number F8089088619/2019©BEIESP 
DOI: 10.35940/ijeat.F8089.088619 
Journal Website: www.ijeat.org 
 

Deconv. 3x3 1 1x1 64 
Conv. 3x3 1 1x1 64 

Deconv. 3x3 1 1x1 32 
Conv. 3x3 1 1x1 16 

Output 3x3 1 1x1 3 
     

The output layer consists of a convolution layer associated 
with clipping function for output normalization to be in range 
[0,1]. A detailed architecture of this network is shown in 
Table 1b. GAN structure is shown in Fig. 3. The presented 
architecture provides an accurate evaluation for the whole 
image as well as its local texture’s details. 
Table 1b. Global Discriminator Network Architecture. The output 
layer consists of a fully-connected layer with a clipping function that 
outputs the probability which determines whether the input image 

belong to real images or an inpainted image. 
 

Type Kernel Stride Outputs 

Conv. 5x5 2x2 64 
Conv. 5x5 2x2 128 
Conv. 5x5 2x2 256 
Conv. 5x5 2x2 256 

FC - - 1 

 
 

 
Fig. 3.   GAN Architecture. It is trained with  and GAN loss. 

Convolution and Mask Modification 

For each dilated convolution in the generator inpainting 
network part, it is joined with a mask modification step. The 
dilated convolution of every pixel, similarly presented in 
[28], can be expressed as: 

(1) 
Where W is weights of the conv. filter, X is the pixel value 
for the used window, D is the used dilated factor which is =1 
for the standard convolution and > 1 for the dilated 
convolution, M is the used binary mask, i.e. 1 for valid pixels 

and 0 otherwise, ⊙ element wise multiplication,   as a 

scaling factor for adjusting the unmasked areas’variance 
and b is used bias. 
The modification mask step can be considered as a 
re-computation of a new mask having fewer missing regions 
than the previous one. This modification is associated after 
each convolution layer, but it is conditioned by the ability of 
the convolution to condition its output on at least one valid 
input value. The modification mask step is the same update 
rule used of [28]. If this situation occurs, then the mask is 
removed for that location. This can be shown by the 
following: 
 

             (2) 
 
This mask step is produced using the same kernel size as the 
associated convolution layer but with bias set to 0 and 
weights set to 1. Using an appropriate number of layers with 
respect to the input image’s size, the mask will eventually 

shrink or fade, i.e. until it is all ones. 

Loss Function 

For our network to produce coherent and realistic natural 
images, we used a joint loss function composed of 
pixel-wise reconstruction loss and a GAN loss. This 
joint loss function is optimized in a backpropagation manner 
using stochastic gradient descent solver, ADAM [33]. 
ADAM is used for updating network weights in an iterative 
based in training data. This loss measure was initially used in 
[1] then adapted by many recent works such as [6-7,30]. A 
description of each loss function is shown in the following 
subsections. 
Reconstruction Loss: It is used for pixel-wise distance 
computation between generated image from generator 
inpainting network and the ground truth image. Even though 

  forces the network to produce blurry results over 
complicated textures, this can be explained by the fact that 

 uses the distribution mean prediction for pixel-wise 
error minimization.  
A solution for this problem is found by adding a GAN loss for 
a sharper prediction. However, it has a crucial role in 
directing the network into making sharper predictions in 
terms of texture color and low frequency details [34]. Also, it 
plays an essential role as a regularizer for GAN training. 

 loss is expressed by: 

                                         (3) 

Where i is the pixel index and I is the patch. x(i) and y(i) are 
the pixel values in ground truth patch and generated patch 
respectively. 
GAN Loss: This loss was first introduced by [35]. It is 
considered as a min-max optimization problem where for 
each training iteration, the global discriminator is jointly 
updated with the generator network. Therefore, the 
optimization is  where  is 
expressed by: 
 

                                                                                 (4) 

Where: G is the generator network, D global discriminator 
and is corrupted image. Therefore, the used joint loss is:          

                          (5) 

An equal weight for each loss function used with the default 
hyper-parameter of 1:1. Other loss measures such as 
perceptual loss, style loss [36] and total variation [37] used in 
recent work such as [28] are not used in our model as these 
measures did not result in any remarked any improvement to 
our results.  
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After briefly explaining our used method, the algorithm is 
summarized in Algorithm 1. 

IV. EXPERIMENTS AND RESULTS 

Random-shaped Mask dataset: Many previous algorithms 
focused on fixed region inpainting such as square-center 
regions for inpainting or even randomly scattered regions 
across the image. This is considered as a limitation from our 
perspective. To implement a successful algorithm, it must be 
capable of filling any missing region regardless of its shape, 
size and location. Therefore, we used the random-shaped 
mask dataset generated in [28]. All images are resized to 

 to cope with the used training set, and we used 
10,000 masks for training and validation. Samples of the used 
random-shaped masks are shown in Fig. 4. 
Training Data: We evaluated the performance of our 
proposed model on two datasets; Places2 [12] and Paris 
Street View [13] datasets. Places2 is considered as one of the 
biggest image datasets, it contains 1,803,460 images for 
training, 36501 for validation and 328501 for testing. 
Comparison and evaluation are performed using this dataset. 
Paris Street View consists of 14900 training images and 100 
test images, it is only used for general testing of our proposed 
model. 

Algorithm 1. Used Training Algorithm. 

 
 
  

 
 

Fig. 4. Random-shaped masks' training samples. 
For training and testing, the same original directories for 
training, validation and testing are used. For Places2, the 

 version was used. For Paris Street View, all 
training and testing images were resized to size . 
All our results are a direct output from our model without any 
fine-tuning or post-processing. Weights are initialized using 
method in [38] and Adam optimization algorithm [33]. We 
trained using a one NIVIDIA GPU GTX 1080 (8 GB). 
Qualitative Comparison: Results of test images from our 
model are compared against two different state-of-the-art 
approaches; Globally and Locally Inpainting [7] (GL) and 
Generative Inpainting [6] (GI) which are shown in Fig. 5 for 

Places2 dataset as a reference. Results of Paris Street View 
dataset is shown in Fig.6. 
Quantitative Comparison: The fundamental problem 
facing image inpainting is the absence of a good quantitative 
evaluation scheme [6-7,28]. We also followed the evaluation 
metrics used in recent, previous work. The model 
performance was reported by mean L1, mean L2 and peak 
signal-to-noise ratio (PSNR) for Places2 dataset for reference 
in Table 2. It can be observed that the proposed method gives 
better measurements for the used error matrices. 

 
 

Fig.  5.  Comparison of our results vs. different methods. It is 
ordered as Ground Truth, Masked Image, Our Results, GI 

Results, and GL Results. 
 

User Study: For further analysis and investigations of our 
model, a human-subjective study is performed. We created a 
survey to evaluate the naturalness of our results versus the 
real images using Google Forums.The goal of this survey is 
to ask users of different ages and backgrounds to evaluate the 
naturalness of our results when compared to ground truth 
images. For that purpose, we used 20 randomly picked 
images from Places2 testing set. We only used the ground 
truth and generated image from our model, and each user is 
asked to choose which image appears natural to him/her; First 
image, second image or both; in case that both images seem 
natural. Results of our survey are presented in Fig. 7, this also 
stresses on the superior results from our model. 150 users 
perform our survey; 26.2% choose the ground truth image as 
the natural image; 20.8% choose our image as the natural 
image and 53% choose both images to look natural which 
proves our very good quality output images. 
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Limitation of our model: The output model did not show 
good inpainting results for missing regions that contain a 
heavily structured object such as human faces or animals as 
shown in Fig. 8. Also, we did not consider working with 
higher images resolution. 

 
Fig.  6. Paris Street View results. 

 
Table 2. Quantitative comparison against other methods. 

Method L1 loss L2 loss PSNR 
GL [7] 8.6% 7.1% 16.90 

 
GI [6] 8.33% 4.7% 16.24 

 
Our Method 6.45% 1.6% 19.04 

 
 

 
Fig.  7. Results of our survey. 

 

 
Fig.  8. Failure Cases. 

V. CONCLUSIONS 

In this paper, a novel-based approach is presented for one of 
the most challenging task of image inpainting based on 
dilated convolution and a single global discriminator that 
works on both local and global structure of images. We 
showed that using global context discriminator results in 
trained models that can produce realistic inpainted images. 
Also, we showed that using dilated convolution can 
significantly improve the results of the inpainted images with 
random-shaped missing holes. The proposed model can 
inpaint any random-shaped missing regions in arbitrary 
locations  in images. We proved our performance through 
qualitative, quantitative analysis as well as a user study. 
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